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The steady streaming generated near solid walls by the periodic forcing of a viscous fluid is known to be
strongly enhanced near sharp structures, owing to centrifugal effects that lead to the generation of an intense jet
from the sharp tip. This flow has been shown to provide efficient active mixing in microchannels, due to strong
transverse velocity. The forcing is often prescribed by acoustic transducers, but it can also be generated from
low-frequency time-periodic flow ensured by mechanical vibrations. In this paper, we study the flow structure
generated by low-frequency forcing (typically 10 Hz) around a sharp tip. Using direct numerical simulations,
we extract both the time-periodic and steady responses within a large span of amplitude of vibrations. When the
amplitude is smaller than the tip radius of curvature, we recover the flow structure observed at higher frequencies
(>1 kHz) in previous studies, namely, an intense symmetric central jet and a quadratic dependence for the
characteristic streaming velocity with the oscillating velocity vs ∼ v2

a . At higher amplitudes, such a scaling no
longer holds and the streaming flow pattern loses its left-right symmetry. We then analyze the mechanisms of the
instability from the careful examination of the instationary flow fields, and we propose possible mechanisms for
such a flow transition involving the coupling between the streaming jet and instationary vorticity.
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I. INTRODUCTION

The phenomenon of steady streaming describes the time-
averaged flow originating from the viscous dissipation of
time-periodic flow oscillations, either in the bulk or near walls
or boundaries. These vibrations can either be of mechanical
or acoustical nature, and in the later case the steady flow is
denoted as acoustic streaming (AS). When an acoustic wave
propagates through a fluid medium, the acoustic streaming
is generated along the direction of propagation [1], and this
flow is denoted as Eckart streaming [2]. It has been related
to the Reynolds stress [3] that is associated to the unsteady
component of the flow. For low viscous liquids like water,
and relatively low frequency (<1 MHz), viscous dissipation
mainly occurs near walls and boundaries, where the no-slip
boundary condition induces strong velocity gradients. This is
generally denoted as Rayleigh-Schlichting streaming [4,5] and
can take the form of a periodic array of vortices of typical
size equal to a quarter of the acoustic wavelength [6]. When
boundaries offer sharp structures, intense streaming flow is
observed near the highly curved tips. The origin of this intense
streaming has been attributed to that the oscillating velocity
experiences a sharp change of direction in the tip vicinity [7].
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In an applied viewpoint, low-frequency vibrations are
ubiquitous in numerous applications ranging from common
household devices, transportation vehicles, ocean devices, in-
dustry machines, to human motions. In addition to harvesting
vibration energy by piezoelectric effects [8–10], it has also
been exploited as a possible way to enhance mass [11,12]
and heat [13] transfer via the streaming vortices generated by
this periodic forcing. In this prospect, a significant advantage
of low-frequency actuation is the simplicity of the required
instrumentation, which is in line with the recent trends to
develop low-cost millifluidic or microfluidics lab-on-a-chip
systems for various applications [14].

Intense streaming jets produced by sharp structures (also
denoted as sharp-edge acoustic streaming, SEAS) were first
reported by Huang and coauthors [15–17]. Then, Ovchinnikov
et al. provided the first theoretical study [7] with both analyti-
cal relationships and numerical results. The phenomenon was
later investigated through various applied situations [18–20],
and recently revisited in both experimental and theoretical
aspects [11,21–23]. Compared to Rayleigh streaming in usual
(micro)channels [1], SEAS allows for a broader choice of
acoustical or mechanical vibration sources, including those
of substantially lower frequency f and thus with acoustic
wavelength λ much larger than the size of the fluid container.

So far, most previous investigations on SEAS were con-
ducted at a forcing frequency within a range from a few
kHz [11,15–17,21,22] to almost 1 MHz [23], hence, a typical
thickness for the viscous boundary layer (VBL), δ = √

2ν/ω

ranging roughly from 1 to 50 µm for water, where ν and ω
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represent the kinematic viscosity and angular frequency of
the oscillation, respectively. Since a necessary condition to
generate SEAS is to design structures with local curvature
radius rc significantly smaller than δ, this phenomenon was so
far restricted to photolithographic-made microchannels with
clean-room requirements. In this sense, the opportunity to
exploit low-frequency vibrations would broaden the tip sharp-
ness condition, and hence would enable to design sharp-edged
structures using inexpensive and more conventional ways
[machining tools, laser cutting, three-dimensional (3D) print-
ing ...]. Also, the possibility of using more resistant materials
like metal should push a major step forward towards real-field
applications.

From a quantitative viewpoint, previous investigations
showed that the magnitude of the streaming flow, often quan-
tified by the maximal streaming velocity in the direction per-
pendicular to the channel walls, was proportional to the square
of the vibration velocity va: vsy,max ∼ v2

a . Prior to quantitative
checking within a large span of liquid and geometrical pa-
rameters [22], an analytical study showed that the magnitude

of the streaming flow scaled as vs ∼ v2
a h
ν

for infinitely sharp
structures [7], where h is a typical height of the structure.
Considering instead the wave amplitude A = va

2π f , this yields

vs ∼ A2 f 2h
ν

. Hence, in order to keep strong enough streaming
flow when operating at frequencies as low as 10 Hz, like those
prevailing in our study, the amplitude A should then be taken
within a range of values considerably higher than those for
acoustic forcing with f within the kHz range or higher.

Consequently, contrary to previous studies on SEAS, the
amplitude of the low-frequency vibrations A could be signifi-
cantly larger than both rc and δ. When operating within this
unusual parameter range, the nonstationary (time-periodic)
flow field is susceptible to show a different spatial pattern
from that observed at relatively low forcing (A < rc, A < δ).
Let us mention that experimentally, such vibrations can be
conveniently generated by usual shakers or loudspeakers [24].
The response of such large amplitude forcing can induce in-
stationary flows with separation or complex shedding modes,
especially in the vicinity of sharp structures [25,26]. These in-
stationary flows of scale larger than the typical VBL thickness
are susceptible to interact with and to modify the symmetric
y-oriented streaming jet. Therefore, several fundamental ques-
tions are to be answered:

(i) Can the microfluidics setup utilized in previously re-
ported SEAS be widened to millimeter-wide channels where
the fluid would be efficiently actuated by lower-frequency
vibrations (typically around 10 Hz)?

(ii) If yes, what are the conditions to generate strong
enough streaming? How does the flow then behave?

(iii) To which extent the streaming flow would keep the
symmetrical shape found at relatively low amplitude, and
would the relationship vsy,max ∼ v2

a hold if A is no longer
smaller than rc or δ ?

This paper aims to address the above questions with nu-
merical simulations of the Navier-Stokes (NS) equations. To
better comprehend SEAS at such low frequency, a numerical
scheme is established for a sharp-edged channel with typical
width ranging from a few mm to several cm, with the resolu-
tion of the full NS equations within the whole domain.

Different vibration velocities va (or amplitude A = va
2π f )

at a frequency f = 10 Hz are prescribed. Time-averaged
velocity fields, maximum streaming velocity (vs,max), along
with different streaming vortices patterns are extracted to
characterize and quantify SEAS. Different flow regimes are
identified and discussed, via analyses of streaming velocity
fields and vorticity maps, also via the extraction of the insta-
tionary flow field and of the time evolution of flow kinetic
energy. Following the presentation of our results, we discuss
plausible mechanisms for the observed flow pattern and asso-
ciated quantitative trends.

II. THEORETICAL BACKGROUND
AND NUMERICAL MODEL

A. Equations and theory

The fundamental equations governing acoustic or
vibration-induced streaming are well documented [3,27–32].
We summarize them thereafter. Our study addresses situations
where the wavelength is large compared to the typical
dimensions of the channel (length L or width H), so that
λ � (L, H ), and at small enough vibration velocity with
Mach number Ma = va/c � 1, so that the fluid can be treated
as being incompressible.

With the above assumptions and without external body
forces nor heat sources, and for an isotropic homogeneous
fluid, the mass and momentum conservation equations gov-
erning the flow are

∇ · v = 0, (1)

ρ
∂v
∂t

+ ρ(v · ∇)v + 1

ρ
∇p = μ∇2v, (2)

where ρ is the liquid density, p the pressure field, and v
the velocity field. Bold and normal font styles, respectively,
represent vectorial and scalar quantities.

To investigate on steady streaming flows generated by
periodic forcing (acoustic or mechanical), the velocity and
pressure fields are generally decomposed as

v = v0 + vω + vs, with vω = Re(vaeiωt ), (3)

p = p0 + pω + ps, with pω = Re(paeiωt ), (4)

where v0, vω, and vs are, respectively, the unperturbed, the
oscillating, and the time-averaged streaming component of
the velocity. va is the amplitude of vibration velocity. Since
the unperturbed flow is taken static (no mean directional
flow), v0 = 0. Similarly, p0, pω, and ps are, respectively, the
reference, the oscillating, and steady pressure associated to
streaming flow, and pa is the amplitude of the oscillating
pressure field. The reference pressure is taken equal to the
atmospheric one: p0 = patm.

Following the above decomposition, the governing mo-
mentum equation can be transformed into Eqs. (5) and (6) [21]
by gathering time-periodic and steady terms into two distinct
equations:

iωva + (vs · ∇)va + (va · ∇)vs = − 1

ρ
∇pa + ν∇2va, (5)

(vs · ∇)vs + 1

2
Re[(va · ∇)va

∗] = − 1

ρ
∇ps + ν∇2vs. (6)

025102-2



VIBRATION-INDUCED STREAMING FLOW NEAR A SHARP … PHYSICAL REVIEW E 107, 025102 (2023)

One can notice the nonlinear terms of velocity contained in
these two equations. After time averaging Eq. (6), a body
force Fs is introduced to account for the nonlinear effects of
vibrations, as shown in Eq. (7). As the driving force generating
steady-state streaming, the force term can be expressed as
Eq. (8):

(vs · ∇)vs = 1

ρ
(Fs − ∇ps) + ν∇2vs, (7)

Fs = −ρ

2
〈Re[(va · ∇)va

∗]〉, (8)

where the operator 〈. . . 〉 stands for a time averaging over one
period of oscillation 1/ f . One can deduce the force is high
around sharp edges where va shows strong variations both in
its amplitude, due to the no-slip condition at the wall, and in its
direction due to a centrifugal effect, already mentioned in pre-
vious studies [7,21]. Therefore, similarly to studies at higher
frequencies, the bending of the vibrating flow trajectories near
the sharp edge is also the origin of the strong streaming at
Hz-level frequencies.

To analyze the flow, the perturbation theory (PT) consti-
tutes a common framework [3,27–32], under the assumption
that ‖vs‖ � ‖va‖ and ps � pa, i.e., that the streaming ve-
locity is of considerably lower magnitude than the forcing
velocity [6,7,16,19,30–34]. By comparing with calculations
achieved in the PT framework [7], nonlinear terms taking into
account the coupling between va and vs in Eq. (5) cannot be
ignored in this study, which is also the case for the streaming
advective term (vs · ∇)vs in Eqs. (6) and (7). Given the strong
streaming which can be generated near sharp edges [7,21], we
have to dismiss these simplifying assumptions. Instead, we opt
for a numerical scheme in which the NS equations are fully
solved.

Furthermore, although including more terms than the PT,
the decomposition proposed in Eqs. (5) and (6) is only valid
for a reduced range of amplitude. Actually, like in most frame-
works of acoustic or vibration streaming, the term (vω · ∇)vω

has been neglected in Eq. (5). Since the sharp edge adds
a transverse component to (vω ) and makes the flow being
nonparallel, this assumption remains valid if |(vω · ∇)vω )| �
|∂tvω|. This condition defines a dimensionless number Rω that
compares the relative importance of convection and instation-
arity related to the oscillating flow:

Rω = |vω|
2rcω

(9)

obtained by taking 2rc as the typical length scale over which
the oscillating field evolves. The condition to neglect (vω ·
∇)vω then reads as Rω = A

2rc
� 1. In the following, we shall

see that this condition is not fulfilled within a consequent
range of amplitude. In particular, this leads to nonpurely
harmonic oscillating flow since the term (vω · ∇)vω induces
higher-order components. This is one of the original aspects
of our study, and the reason why we opted for simulations
where the full Navier-Stokes equation is considered.

Let us mention recent studies allowing to address stream-
ing and coupled effects under relatively large amplitude
vibrations, by decomposing the velocity, density, and pressure
fields into fast (vibrational) and slow (hydrodynamics and

FIG. 1. Geometry of the computational domain, sketched in the
left inset, together with a magnified view around the sharp-edge tip
on the right inset. The angle of the tip is α = 30◦ with its curvature
diameter 2rc ranging between 0.01 and 0.6 mm (here shown for
0.3 mm).

thermal) dynamics (see, e.g., Michel and Chini [35], Das et al.
[36], and Bruus et al. [37]).

B. Numerical model and parameters

To compute the streaming flow, mass conservation and
Navier-Stokes equations are solved directly with finite-
volume method using the software ANSYSTM FLUENT. The
geometrical parameters of the computational domain, repre-
senting the channel with a symmetrical triangular wedge with
sharp tip, are detailed in Fig. 1. The computational model
is established as being two dimensional, while the length
(L) and the width (H) of the channel domain are 50 and
15 mm, respectively. These dimensions are shown to be large
enough to avoid wall and edge effects since the streaming
flow field is restricted to a much smaller area. The sharp
edge is located at the middle of the channel length. Its tip
angle is set to α = 30◦, which represents a value generating
relatively strong streaming [21] and its curvature diameter
is taken equal to four different values 2rc = 0.03, 0.1, 0.3,
and 0.6 mm. Water is chosen as the working fluid with con-
stant density and kinematic viscosity (ρ = 1000 kg/m3 and
ν = 10−6 m2/s) under standard operating conditions (20 ◦C).
The frequency of oscillation is set to f = 10 Hz (with corre-
sponding period T ), which yields δ = 0.178 mm for water.
Previous studies [21] investigated the influence of rc, evi-
dencing a stronger streaming velocity for smaller tip radius,
with all other parameters being invariant. This influence was
found to be especially pronounced in the range rc � δ. Hence,
our study encompasses different situations where rc/δ takes a
value much smaller than unity (�0.0842), smaller than unity
(�0.28), almost equal to unity (�0.824), and larger than unity
(�1.685). Strictly speaking, only the first three cases should
really be considered as SEAS. The last case is for sake of
comparison regarding streaming intensity and flow pattern
around a nonsharp structure.

The boundary condition (BC) at the inlet (left end of
the channel) imposes a time-periodic velocity with vx =
va sin(2π f t + ϕ0) along the horizontal direction and vy = 0
along the vertical one (the initial phase ϕ0 = 0 in most simu-
lations of this study). The right end (outlet) is assigned with
a condition of pressure fixed at p0 = patm, similarly to our
previous studies [12,21]. The referred time-periodic velocity
profiles at boundaries can be considered as in-phase for two
reasons: (i) the flow is incompressible and (ii) the acoustic
wavelength λ is much larger than the channel size. Originally,
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FIG. 2. Model validation. (a) Typical streamlines pattern and velocity field in SEAS, very similar to Fig. 3 in the study by Zhang et al.
[21]. The parameters in this case are α = 60◦, 2rc = 5.8 µm, f = 2500 Hz, and va = 37.8 mm/s. (b) Comparison of numerical results between
vs,max and v2

a with published data (cross points) from Zhang et al. [21].

the choice of these BCs was motivated by allowing an addi-
tional constant flow rate in a easier way. For lateral walls of the
computational domain as well as the sharp-edge boundaries, a
condition of no slip (v = 0) is prescribed. Let us note that we
repeated some of our experiments with alternative BCs pre-
scribing a time-periodic velocity with vx = va sin(2π f t + ϕ0)
along the horizontal direction both at the inlet and the out-
let, by constraining the left-right symmetry in the BCs. The
purpose of these additional runs is to evidence that both BCs
yield comparable results, both qualitatively and quantitatively,
and to dismiss boundary conditions as a possible origin for
asymmetric flow patterns. In the Supplemental Material [38],
we show that results obtained with both BCs are qualitatively
and quantitatively similar.

Furthermore, we validated and checked that our results
are independent on the mesh refinement and time step, by
comparing with simulations and experiments previously ob-
tained in our group [21]. A structured mesh is employed with
refined discretization in the vicinity of sharp edge and walls.
Besides, each period is discretized into 100 time steps. After
150 periods, a steady streaming velocity field is found to be
established, for all conditions investigated in this study. We
thus consider the full establishment of a quasisteady SEAS
after this reference time duration, though under some condi-
tions a steady state is reached after a much shorter duration.

C. Model validation

With the assumptions of incompressibility and large acous-
tic wavelength, the momentum conservation equations pre-
sented above remain valid within a large range of frequency,
typically from a few Hz (so that the VBL thickness δ is smaller
than the channel width H) to several hundreds of kHz (so that
λ � H and L). Therefore, our numerical method is validated
by checking its agreement with previous experimental results
in a microchannel geometry by Zhang et al. [21], obtained
at f = 2500 Hz, α = 60◦, 2rc = 5.8 µm, with water as the
liquid and for various values for va. Figure 2 shows both a
typical example of the streaming field, shown as velocity color
maps and streamlines, obtained with the current numerical

scheme [Fig. 2(a)], and the maximal value of the streaming
flow vsy,max along the y axis in both our current scheme and
results obtained in Zhang et al. [21] for experiments and
numerical simulations with finite-element software COMSOL

in the same conditions. The very good agreement between the
different series of data provides an indisputable validation of
the numerical scheme used in this study.

We then use the same numerical scheme to quantitatively
investigate the case of 10 Hz within a longer and wider
channel. The main physical quantities related to geometrical,
fluidic, and vibrational properties are listed in Table I.

III. RESULTS

A. Velocity and vorticity fields

We first describe the structure of the streaming flow at a
semiquantitative level, by extracting the velocity and vorticity
fields. For each value of curvature diameter 2rc between 0.03
and 0.6 mm, the forcing velocity va is varied between 0.01
and 0.08 m/s. By opting for f = 10 Hz, it yields A values
between 0.159 and 1.27 mm. Therefore, A can be comparable
to or much larger than the two characteristic lengths rc and
δ = 0.178 mm.

Figure 3 shows typical flow structures for various values
of va (or A). Figure 3(a) corresponds to relatively low forcing
amplitude, in the range A � rc and A � δ, where the stream-
ing flow remains symmetric. Figure 3(b) corresponds to a
slightly larger amplitude (A � rc and A � δ), and one can
perceive the first signs of a left-right asymmetry (mainly vis-
ible in the outer streamlines), as well as two smaller vortices
beside the sharp edge, in together with the two main large
vortices. Figure 3(c) corresponds to a large amplitude (A > rc

and A > δ), and the streaming flow is strongly asymmetric.
The transition is observed after a transient phase, described in
more details later, during which the asymmetry progressively
appears and amplifies in time. The transient roughly lasts a
few seconds (or a few tens of periods), in effective computa-
tional time.

We first check if this symmetry breaking corresponds to
an intrinsic hydrodynamic effect, rather than being caused
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TABLE I. Main parameters used of the simulation.

Frequency f (Hz) Forcing velocity va (m/s) Curvature diameter 2rc (mm) Purpose

2500 0.0378 0.0058 Model validation
10 0.001–0.08 0.03–0.6 Parametric study

by numerical artifacts. Such an artifact could be due to that,
while the forcing is supposedly homogeneous, the boundary
conditions prescribed at the left and right ends of the channel
are different. Therefore, we check if the side where the bigger
vortex grows is always the same (hence due to a bias) or if it
depends on the initial forcing conditions. Hence, we repeated
the simulations under different initial phase shift ϕ0. It turns
out that the right or left side of the bigger vortex is strongly de-
pendent on ϕ0 (see Fig. 1 in the Supplemental Material [38]).
The large vortex can also be observed on the left side if
the initial phase shift ϕ0 = 3π/2. Therefore, since the side
where the flow grows stronger is highly influenced by initial
conditions, it corresponds to an intrinsic effect and does not
reflect any asymmetry of the system itself.

Also, to check that this instability is not induced by the
finite width of the channel, we repeated the calculations

FIG. 3. Steady streaming flow field for various forcing veloci-
ties/amplitude at f = 10 Hz. (a) va = 0.01 m/s (A � 0.159 mm),
(b) va = 0.02 m/s (A � 0.318 mm), and (c) va = 0.05 m/s (A �
0.796 mm). A symmetric pair of vortices around the sharp edge is
observed under weak forcing velocity va, while the flow field turns
to be asymmetric at higher forcing velocities, when A is significantly
larger than rc (here = 0.15 mm) and δ (= 0.178 mm).

for different geometries where the width was changed from
20 mm to 25, 40, and 60 mm. For the parameters investi-
gated, no changes in the flow structure and magnitude of the
symmetry breaking could be noticed (see Fig. 2 in the Sup-
plemental Material [38]), evidencing the intrinsic character of
the instability-induced asymmetry.

Finally, we check that the instability also appears for a dif-
ferent tip angle, which should emphasize the generic character
of the instability. We repeat the simulations with α = 60◦
and it turns out that the instability is also observed, although
above a higher threshold in va. The different velocity maps are
presented in the Supplemental Material [38] (Fig. 3).

FIG. 4. Steady streaming vorticity field for different forcing
velocities (same values as Fig. 3). (a) va = 0.01 m/s (maximum
value = 203 s−1), (b) va = 0.02 m/s (maximum vorticity = 755 s−1),
and (c) va = 0.05 m/s (maximum vorticity = 2506 s−1), extracted
from 15–15.1 s after the computational initial time, i.e., after 150 pe-
riods. For sake of comparison, the scales of the color maps are the
same for the three situations, i.e., with maximum at 100 s−1 though
the vorticity can locally take higher values.
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FIG. 5. Maximal streaming velocity along the y direction vsy,max versus vibration velocity va at different tip curvature diameters 2rc,
showing (a) quadratic dependence for low va, and (b) linear dependence for higher va, with a crossover behavior in-between. The curves show
the quadratic and linear fittings. The thresholds vac1 and vac2 define, respectively, the upper limit of the quadratic regime and the lower limit of
the linear one. The adjusted R2 of each fitted curves are all above 0.99.

Figure 4 shows the vorticity maps of the streaming flow,
corresponding to the same sets of conditions as those of Fig. 3.
For relatively weak va or A, vorticity is mainly located in
the vicinity of the sharp edge [Figs. 4(a) and 4(b)] and van-
ishes beyond a typical distance �δ from the wall. Vorticity
is evenly distributed in the two sides, and no visible sign of
asymmetry appears in Figs. 4(a) and 4(b). As the vibration
magnitude increases [Fig. 4(c)], the left and right symmetry
of the vorticity map is broken. There appears a high intensity,
small-sized vortex in one side (here in the left) and a very
narrow and stretched vorticity region in the other one (here
in the right) that seems advected much further from the VBL
to generate a smoother, larger-sized vortex. We identify this
asymmetric flow as an instability-induced regime since the
vorticity is advected much further away from the tip in the
right side of the sharp-edge structure than on the left side. As
we shall see later, the side (right or left) of the large vortex is
ruled by a complex interplay between forcing amplitude and
initial conditions. Together with Fig. 3(c), this shows that the
streaming flow is strongly asymmetric and strong enough to
promote such a strong advection. The large-scale advection
of vorticity in a streaming flow generated by large-amplitude
vibrations (A > δ) was already observed in a situation of an
immersed vibrating cylinder [39], and predicted theoretically
[40], though without such a left-right asymmetry. Therefore,
this suggests there is a specific mechanism at play in the
sharp-edge geometry under the above conditions. To further
consolidate the validity of this flow instability, we repeated
the simulations for various values of 2rc (0.01 to 0.6 mm) and
observed the same transition, though at different thresholds
for A.

B. Maximal streaming velocity versus vibration velocity

In order to rationalize the above results, we quantitatively
compare the data obtained for the different values of rc.

Therefore, we carry out extensive simulations within a large
range of amplitude A (or forcing velocity va), from which we
obtain sequences of streaming velocity and vorticity fields,
like those in Figs. 3 and 4. In all simulations, the streaming
flow reaches a stationary state after a transient evolution, of
typical duration between 2 and 10 s (corresponding to 20 and
100 periods). Previous investigations [11,21,22] stated that a
suitable quantification of SEAS flows, mainly constituted by
a jet flow from the sharp tip, could be done by extracting
the maximal streaming velocity along the y direction. This
maximal velocity is denoted as vsy,max.

Figures 5(a) and 5(b) show the dependence of vsy,max versus
va in log-log scales [Fig. 5(a)] and lin-lin scales [Fig. 5(b)], for
various values of rc. Several trends can be extracted:

(i) At relatively low va, we notice a quadratic dependence
of vsy,max with va, vsy,max = a1v

2
a , confirming the trends ob-

served in previous studies [11,21,22]. Thereafter, this regime
is denoted as quadratic.

(ii) At high enough va, a linear dependence between
vsy,max and va is observed: vsy,max = a2va + b2. The prefactor
a2 decreases with rc, so does the offset b2. Thereafter, this
regime is denoted as linear.

(iii) At intermediate va, the dependence of vsy,max on va

shows a more complex crossover between the two aforemen-
tioned regimes.

More careful examinations of the velocity and vorticity
fields show that these quantitative trends actually correspond
to some extent to the transition between the flow regimes de-
scribed above, in particular to the emergence of the instability
with left-right symmetry breaking.

Based on the plots of Figs. 5(a) and 5(b), we extract the
values of a1, a2, and b2. We also extract the thresholds vac1
and vac2 corresponding to the limits of the quadratic and linear
domains: below vac1, it is the quadratic domain and above vac2,
it is the linear one. Their values are presented in Table II and
Fig. 6 show the dependence of the difference of thresholds
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TABLE II. The extracted threshold forcing velocity at different curvature diameters of sharp edges to identify streaming patterns.
Symmetrical to asymmetrical pattern transition appears between the lower threshold vac1 and upper threshold vac2 (and corresponding values
for γ , see definition in the Supplemental Material [38]), within which the deviations are ±0.005 m/s. The range of forcing velocity va is
0–0.08 m/s.

Curvature diameter Lower threshold Higher threshold Fitting coefficients

2rc (mm) vac1 (m/s) γac1 (–) vac2 (m/s) γac2 (–) a1 (s/m) a2 (–) b2 (m/s)

0.03 0.015 1.24 0.02 1.65 196 2.15 0.013
0.1 0.015 1.05 0.025 1.75 149 2.0 0.012
0.3 0.01 0.49 0.03 1.46 75 1.78 0.007
0.6 0.015 0.50 0.06 2.00 26 1.56 0.014

vac2 − vac1 versus 2rc [Fig. 6(a)], and of fitting coefficients
a1 (in its dimensionless form a1ν/h) and a2 versus 2rc/δ

[Fig. 6(b)].
Let us note that due to the limited amount of simulations

in the crossover region, the determination vac1 is subjected to
some uncertainty, which we evaluated at ±0.005 m/s. This
threshold does not seem to vary much with rc. Conversely, the
values of vac2 depend more significantly on rc.

In the quadratic regime, the prefactor a1 strongly decreases
with increasing 2rc, and this decrease is sharper around the
zone rc � δ. The influence of the tip sharpness is consis-
tent with previous studies at higher frequency [11,15,21–23].
However, contrary to previous studies, our parameter range is
here extended to much larger values of relative amplitude A/δ.
This enables to uncover an original left-right asymmetric flow
regime shown in Figs. 3(c) and 4(c).

Therefore, let us now investigate in further details the tran-
sition to asymmetric flow. On this purpose, we quantitatively
investigate the imbalance of vorticity between the left and
right sides of the sharp structure. We compute the domain-
averaged values of streaming vorticity, here considered as a
scalar quantity through its projection �z on the z axis, within

a specific subdomain D of the computational one:

�D = 〈�z〉D = 1

AD

∫∫
D

�z(x, y) dx dy, (10)

where 〈. . . 〉 stands for the spatial averaging of the quantity
between brackets and AD the area of the considered domain.
The integration domain D is taken as being either L or R,
respectively, the domains encompassing the left and right
sides of the sharp edge (both domains have the same size).
We define η1 and η2 as plausibly relevant quantities for this
left-right imbalance, calculated from different expressions of
the relative importance between the averaged vorticities in the
right and left domains:

η1 = �R/(�R + �L), (11)

η2 = �R − �L. (12)

Figure 7 gives these different values of η1,2 versus va, for
the case 2rc = 0.3 mm. The main outcome is that above a
threshold (roughly equal to vaT = 0.025 m/s for 2rc = 0.3
mm), the vorticity is not only advected further and diluted in
the right side, but also that there is globally more vorticity

FIG. 6. (a) Difference between upper and lower thresholds (vac2-vac1) versus 2rc, as a measure of the crossover between quadratic and
linear regimes (see text for more details). (b) Fitting coefficients a1 (quadratic regime) plotted in its dimensionless form a1ν/h, left axis and a2

(linear regime), right axis, versus 2rc/δ in log-log axes.
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FIG. 7. Quantitative imbalance of domain-averaged vorticity be-
tween the right side (�R) and the left side (�L) of the sharp edge,
associated to the symmetry-breaking flow instability. On the left axis,
dimensionless η1 (black squares) quantifies the relative imbalance
of the streaming vorticity �z between both sides (η1 = 0.5 when
symmetric). On the right axis, η2 (blue diamonds) quantifies the
absolute difference (in s−1) between right and left domains (η2 = 0
when symmetric). Black and blue lines are guide for the eye. The
threshold for the appearance of the instability vaT is determined at
0.026 m/s ± 0.001 m/s. The bottom right shows data in a larger
range of va, in which the red dotted box marks the highlighted region.
Beyond a value of va between v′

a = 0.058 m/s and v′′
a = 0.0584 m/s,

a discontinuous transition to a left-side vorticity dominated flow is
noticed, as η2 jumps roughly from 20 to −20 s−1. Corresponding
streaming and vorticity maps are shown in Fig. 4 in the Supplemental
Material [38].

in the right-side domain. The left-right imbalance increases
until va = 0.05 m/s, when the averaged vorticity in the right
overcomes that in the left by a factor roughly equal to 3
(as η1 � 0.75). Then, η1,2 sharply decrease until �R < �L,
between va = 0.058 and 0.0584 m/s (see Fig. 7 and corre-
sponding flows in Fig. 4 in the Supplemental Material [38]).
Beyond this point, the averaged vorticity remains larger in the
left-side domain. It is noticeable that the flow transits from
a right-side dominated vorticity to a left-side dominated one
in a discontinuous manner, or in other words we could not
see any symmetric flow or weakly asymmetric flow around
the transitional value. Instead, the value of η2 jumps down
roughly from 20 to −20 s−1.

C. Evolution of velocity field and vorticity magnitude

In order to clarify the mechanisms underlying the im-
balance of streaming vorticity at relatively high forcing
amplitude, we describe in more details the unsteady veloc-
ity field va, especially in the vicinity of the tip where the
streaming force Fs is supposedly strongest [7]. Figure 6 in
the Supplemental Material [38] indicates the location of the
points of interest, where the x and y components vx and vy are
extracted and plotted versus time. We choose two remarkable
points located at a given distance y1 and y2 from the tip, and at
the same x coordinate (=0) at the plane of symmetry. Point 1

is taken inside the VBL (y1 = 0.1 mm) while point 2 is taken
outside the VBL (y1 = 0.5 mm).

Figures 8 and 9 show the time evolution of vx and vy, re-
spectively, for relatively weak (0.01 m/s) and strong vibration
(0.05 m/s), both for 2rc = 0.3 mm. Let us mention that both
vx and vy are the superimposition of the steady streaming
and unsteady fields, and hence include both time-periodic
and steady components. Both coordinates evolve following
a transient behavior, but since the streaming flow eventually
reaches a stationary state, they can be clearly identified and
separated from each other once this final state is reached.

The plots cover an overall duration of 16 s, showing a time
interval of 10 periods both from t = 0 s and from t = 15 s
as a final state has been reached. In the final state, both the
unsteady va and streaming vs fields reach a stationary regime,
showing a time-periodic evolution for va and a constant one
for vs, the latter corresponding to the fully developed stream-
ing patterns previously shown in Fig. 3.

Let us first examine the case of weak amplitude (Fig. 8).
As expected, the velocity vx exhibits a strongly dominant
time-periodic and symmetric component. Let us also men-
tion that the amplitude at the points 1 and 2, slightly larger
than 0.03 m/s, is significantly stronger than the prescribed
amplitude of 0.01 m/s, with comparable values in and out
the VBL. This enhancement of vibration velocity near the tip,
presumably a consequence of mass conservation, was already
noticed in previous studies at higher frequency and smaller
rc, using a similar numerical scheme, but in the finite-element
software COMSOL [21]. Let us also mention that the amplitude
of vx decreases further away from the tip (nonplotted), as it is
approximately equal to 0.02 m/s at (x = 0 mm, y = 1 mm).

Regarding the y component vy, Fig. 8(b) shows the estab-
lishment of the streaming jet from the tip, which takes roughly
10 periods (approximately 1 s), hence a time shorter than
that required for the overall flow pattern to reach a steady
state which is a few tens of periods (several seconds). The
streaming jet finds its maximal intensity slightly outside the
VBL (point 2), as it was previously noticed [22]. Furthermore,
vy has a significant oscillating component, with a phase shift
of π/2 with respect to vx, which tends to vanish outside the
VBL. Interestingly, this oscillating part has a frequency equal
to twice the forcing one. This is due to that the oscillating
component of vy is generated near the tip by the deflection of
the vx component, but oriented upwards whatever the direc-
tion (right or left) of vx.

In Fig. 9, we now examine vx and vy under stronger forcing
(va = 0.05 m/s), a situation that eventually generates to an
asymmetric streaming flow [see Figs. 3(c) and 4(c)]. Within
the VBL (point 1), vx shows some departure from a purely
sinusoidal function, and exhibits a second harmonic. Further-
more, the time-averaged value of vx is nonzero, with a signifi-
cant offset value, which is negative (leftward-oriented) inside
and outside of the VBL, although lesser at point 2. Slightly
outside the VBL, the time periodicity of vx is rather 4×T .
The occurrence of a second harmonic evidences what was
stated before in Sec. II A, namely, that the term (vω · ∇)vω

is no longer negligible above a critical value of the forcing
amplitude.

The strong asymmetry and anharmonic character is much
more pronounced for vy [see Fig. 9(b)]. While inside the VBL
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FIG. 8. Time evolution of the instantaneous velocity v with time at forcing amplitude va = 0.01 m/s, through its spatial components. (a)
vx and (b) vy, extracted from 1–10 and 150–160 vibration periods showing, respectively, the 10 first periods and 10 later ones once a steady
state is reached. The positions of monitors 1 and 2 are, respectively, 0.1 and 0.5 mm away from the tip at x = 0.

the behavior of vy remains smooth with only the appearance
of a higher-order harmonic, the dynamics outside the VBL
shows strong fluctuations of rather high amplitude, i.e., com-
parable to amplitude of vx, which was not observed at lower
forcing. Although, a careful examination of the plot in the
later time interval shows that these strong fluctuations have
a periodic behavior, also of 4×T .

Let us now examine the time evolution of the imbalance of
vorticity. For the quantity �z, since the creation of vorticity
mainly results from the powerful streaming jet shooting out
from the tip, we opt to extract and plot the domain-averaged
values �L and �R. The cases depicted in Fig. 10 correspond
to weak forcing far below the transition (a), intermediate forc-
ing just below the transition (b), and strong forcing well above
the transition (c), with forcing velocities, respectively, equal to
0.01, 0.02, and 0.05 m/s.

At weak forcing [Fig. 10(a), 0.01 m/s], the averaged vor-
ticities �L and �R are indistinguishable from each other in
both their mean value and time oscillations. Close to the onset
of instability [Fig. 10(b), 0.02 m/s], one notices a slight dif-
ference in the time-periodic components of �L(t ) and �R(t )
(which both show period doubling), in the sense that �R(t )
exhibits a more pronounced higher order harmonic. For va =
0.05 m/s [Fig. 10(c)], the instability is revealed by a growing
imbalance between �L and �R in the first 10 periods. In
the final state, the average gap between �L(t ) and �R(t )
is significantly larger than the mean value of �L(t ) itself.
Following the characteristics of the velocity components near

the tip, both �L(t ) and �R(t ) show a more complex harmonic
structure than that at moderate forcing. Also, the time oscilla-
tions of �L(t ) and �R(t ) exhibit a phase shift between each
other.

To investigate further the mechanisms of the instability, we
extracted the instationary flow field around the tip at different
phases of the forcing. Figures 11–13 show these fields at
successive phases, respectively, for va = 0.01, 0.02, and 0.05
m/s. In each figure, subfigures show the flow fields (a) at
the beginning of the forcing (t = 0 s) and (b) in the final
state (t = 15 s), and at various phases (π/10, 5π/10, 9π/10,
11π/10, 15π/10, and 19π/10).

For va = 0.01 m/s (Fig. 11), the time-periodic velocity
between two half-periods shows no difference between each
other except during the initial period (see in particular phases
ϕ = π/10 and 11π/10). In the final state, the streaming flow
has clearly developed which is testified by a constant compo-
nent along the y direction in the tip vicinity. For va = 0.02 m/s
(Fig. 12), i.e., slightly below the instability onset, the trend is
roughly the same while the streaming flow is even stronger.

Above the instability threshold (va = 0.05 m/s, Fig. 13),
the asymmetry clearly appears when comparing the flow fields
at one phase to that half a period later. It is particularly striking
that the streaming flow grows strong enough to significantly
deflect the periodic forcing near the tip [see in particular the
fields at ϕ = π/10 and 11π/10 in Fig. 13(a)]. Consequently,
the direction of the periodic forcing is strongly influenced
by the streaming flow itself during the growing phase of the
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FIG. 9. Time evolution of the instantaneous velocity v with time at forcing amplitude va = 0.05 m/s, through its spatial components. (a)
vx and (b) vy, extracted from 1–10 and 150–160 vibration periods showing, respectively, the 10 first periods and 10 later ones once a steady
state is reached. The positions of monitors 1 and 2 are, respectively, 0.1 and 0.5 mm away from the tip at x = 0.

latter (i.e., during the very first forcing period). In other terms,
during the growing phase of vs (the very first periods), the
temporal variations of vs are strong enough to induce a sig-
nificant asymmetry on v(t ) between the half-period when the
forcing is oriented right (ϕ = 0 to π ) and the half-period when
it is oriented left (ϕ = π to 2π ). In the final fields [Fig. 13(b)],
a large vortex is visible at the right side of the tip. Its position
slightly moves back and forth over one period, but its center
remains relatively far from the tip.

These instationary flow fields are especially insightful to
better understand the mechanisms of the instability. In the dis-
cussion part, we further analyze their dynamics, and provide
the entire sequences as videos in the Supplemental Material
[38] for four values of va: 0.01, 0.02, 0.05, and 0.08 m/s.

D. Energy efficiency of streaming flow

We now aim to quantify to what extent vibrations trans-
fer their kinetic energy to the streaming flow. We define
the kinetic energies associated to the whole flow and to the
streaming (i.e., the time-averaged response), respectively, in
Eqs. (13) and (14):

Ek (t ) =
∫∫

1

2
ρv2(x, y, t )dx dy, (13)

Ek,s(t ) =
∫∫

1

2
ρvs

2(x, y, t )dx dy, (14)

where the unit of Ek and Ek,s is the Joule (J). In both
expressions, the integration domain is the whole computa-
tional domain. The length in the z direction is taken equal
to the unity, consistently with our two-dimensional model
and geometry. The streaming velocity vs and vorticity �

become stationary after a duration no longer than 100 periods
[seeFigs. 9(b) and 10(c)].The associated streaming kinetic en-
ergy Ek,s is calculated for each period except for the first one.

We also determine the time-averaged kinetic energy of the
overall flow, then including both time fluctuating and steady
components, as

〈Ek〉 = 1

T

∫ τ+T

τ

Ek (t )dt, (15)

where 〈Ek〉 stands for the kinetic energy of the flow averaged
over one period.

The results are shown in Figs. 14(a)–14(c), with time
varying Ek (t ) and time averaged 〈Ek (t )〉 and Ek,s(t ). At rela-
tively low amplitude [Fig. 14(a)], the streaming kinetic energy
Ek,s(t ), shown by the red curve, converges to its final value
after a duration of 10 to 20 periods. However, at higher forcing
velocity, Ek,s(t ) shows a longer transient stage. Actually, what
is suggested by the growth of 〈Ek (t )〉 versus time [Fig. 14(a)],
is that the stationary state roughly takes 100 periods to be
reached, while the examination of the velocity field near the
tip (Fig. 9) rather shows a convergence after roughly 10 to
20 periods. Therefore, it is the outer part of the flow which
takes a longer time to reach the steady state.
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FIG. 10. Time evolution of the instantaneous vorticity, averaged within the left and right domains apart from the tip (�L and �R), under
various forcing velocity (a) va = 0.01 m/s, (b) va = 0.02 m/s, and (c) va = 0.05 m/s, extracted from 1–10 and 150–160 vibration periods,
respectively, during the initial phase and the stationary one.

Figure 14(c) shows that the ratio of kinetic energy transfer
between forcing vibrations and streaming 〈Ek〉/Ek,s (plotted
versus time in lin-log axes) is strongly dependent on the
forcing amplitude va, varying by more than two orders of
magnitude from va = 0.01 to 0.08 m/s (see also Table III). In
terms of percentage of efficiency, at va = 0.01 m/s, the energy
conversion to streaming flow represents roughly 0.37%, while
at va = 0.05 m/s, it rises to 34%. This is probably the most
significant result of this energy analysis, although it is unclear
whether or not the instability would contribute to the increase
of this ratio.

IV. DISCUSSION AND CONCLUSIONS

We here summarize the main outcomes of our study, and
propose possible mechanisms to explain the unexpected ap-
pearance of an asymmetric streaming flow above a critical
value of va > vaT .

First, the results at relatively low forcing amplitude confirm
previous ones, from both experiments and numerical simula-
tions, obtained at higher frequency [11,21,22]. The maximal
velocity in the transverse (y) direction, quantifying the stream-
ing flow, shows a quadratic dependence with the forcing
velocity (vsy,max ∼ v2

a) in a range of amplitudes where A re-
mains smaller than, or of the same order as, the VBL thickness
δ. Furthermore, our results confirm that a smaller value for 2rc

(i.e., a sharper tip) leads to a more intense streaming for the
same va [see Fig. 6(b)]. The range of amplitude in which this
quadratic dependence holds (A < Ac1) is rather independent

on rc, and lies between Ac1 = 0.159 and 0.239 mm (while
δ = 0.178 mm for water at 10 Hz).

An original and surprising trend is noticed at higher am-
plitude: the streaming velocity is linearly dependent on the
forcing velocity (vsy,max ∼ va), which is not predicted by
any previous analyses [7,21,23]. In this linear range too, the
streaming flow near the tip is enhanced by the sharpness of
the tip. The critical amplitude Ac2 or velocity vac2 for the
appearance of the linear regime increases with rc. While the
critical amplitude Ac2 is larger than both rc and δ, there is no
simple relationship between Ac2 and rc (see Table II). Our
attempts to find a criterion using a dimensionless amplitude
γ remains only partly conclusive too (see Supplemental Ma-
terial [38]): the threshold value γac2 is between 1.46 and 1.75
for sharp edges, while it is rather close to 2 for nonsharp edge
(2rc = 0.6 mm). In-between quadratic and linear regimes,
a crossover region is observed, which width shows a fairly
linear dependence with 2rc [see Fig. 6(a)].

By reconsidering Eq. (7), the quadratic regime is generally
predicted by a scaling law under the assumption of vs �
va, then when the term ρ(vs · ∇)vs is negligible. The time-
averaged scaling law relating the streaming and the vibration
velocity then yields

vs ∼ δ2

νrc
v2

a

which is the commonly predicted relationship for classical
Rayleigh streaming [6]. This is also the case for sharp-
edge streaming, although this relationship was refined by
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FIG. 11. Velocity fields at different phases during a forcing period. (a) Initial time t = 0, and (b) after fully established stationary streaming
(t = 15 s, ϕ′ = 150×2π ). The parameters of this case are α = 30◦, 2rc = 0.3 mm, f = 10 Hz, and va = 0.010 m/s.
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FIG. 12. Velocity field at different phases during a forcing period. (a) Initial time t = 0, and (b) after fully established stationary streaming
(t = 15 s, ϕ′ = 150×2π ). The parameters of this case are α = 30◦, 2rc = 0.3 mm, f = 10 Hz, and va = 0.02 m/s.
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FIG. 13. Velocity field at different phases during a forcing period. (a) Initial time t = 0, and (b) after fully established stationary streaming
(t = 15 s, ϕ′ = 150×2π ). The parameters of this case are α = 30◦, 2rc = 0.3 mm, f = 10 Hz, and va = 0.050 m/s.
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FIG. 14. (a), (b) Time evolution of kinetic energies for the whole flow (left axis, gray curve, and blue one for its time average over one
period) and of the streaming flow (right axis, red curve), (a) at moderate forcing vibration (va = 0.02 m/s) and (b) relatively strong forcing
vibration (va = 0.05 m/s) during the first 100 periods. The tip curvature diameter is 2rc = 0.3 mm. (c) Logarithm of the ratio of streaming
kinetic energy over the period-averaged flow field kinetic energy, log Ek,s (t )

〈Ek (t )〉 versus time, under different forcing vibrations; here shown from
the 1–10 and 150–160 vibration periods. Corresponding ratio at final state is also indicated in Table III.

Ovchinnikov et al. [7] to take into account the influence of
the tip angle α and height h of the sharp structure. Hence,
from Eq. (7) again, a linear relationship between vs and va

would suggest that the self-advective term ρ(vs · ∇)vs would
become dominant over the diffusive one (μ∇2vs). In this
case, a simple scaling law between the forcing and advective
streaming terms yields

vs ∼
(

δ

rc

)1/2

va

taking δ as the typical length scale for the variation of vs (as it
was previously shown that δ was the typical scale of decrease
of vs along the y direction) [21], while rc is the natural length
scale for the gradients of forcing velocity. Of course, this
is to be taken as a coarse estimate since the velocity fields
show that vorticity can be advected further away the VBL.
Still below the onset of instability, the scale of variation of
vs remains indeed δ, and not h or H . Also, the typical value
of vs for the transition between quadratic and linear regimes,
can be given by a comparison of the relative importance of
diffusive and advective terms, which introduces the definition
of a streaming Reynolds number Res:

Res = |vs|ls
ν

, (16)

where ls is a typical length scale taken equal to 2rc, while
vsy,max is taken as the typical value for |vs|. Here, rc is taken

TABLE III. Ratio of kinetic energies of the streaming over the
overall flow.

Conditions Terms Cycle-integrated kinetic energy/J Ek,s/〈Ek〉
va = 0.01 m/s 〈Ek〉 2.03×10−5 0.0037

Ek,s 7.49×10−8

va = 0.02 m/s 〈Ek〉 8.16×10−5 0.0063
Ek,s 5.11×10−7

va = 0.05 m/s 〈Ek〉 9.97×10−4 0.34
Ek,s 3.38×10−4

va = 0.08 m/s 〈Ek〉 3.14×10−3 0.43
Ek,s 1.34×10−3

as a natural length scale for the longitudinal variations of vs,
whereas previously the length scale δ was taken as the vari-
ations of vs along the transverse direction. Given the values
of vac1 and a1 for the different 2rc (Table II), the correspond-
ing calculated values of vsy,max are 0.044, 0.033, 0.011, and
0.006 m/s, respectively, for 2rc = 0.03, 0.1, 0.3, and 0.6 mm.
The values for Res are 1.3, 3.3, 3.3, and 3.6, respectively.
Therefore, except for 2rc = 0.03 mm (for which the oscillat-
ing component is partly modified by the streaming one), the
threshold where the quadratic scaling vsy,max ∼ v2

a ceases to
hold, seems to be ruled by a critical value of Res around 3.
Let us note that it should also correspond to a transition from
a laminar to a jetlike behavior [3].

Together with the aforementioned transitions on the quan-
titative trends, an instability leading to left-right asymmetry in
the streaming flow structure appears. Figure 7 shows the pro-
gressive occurrence of the asymmetry, with an imbalance of
vorticity between the left and right sides of the tip. Although
it is unclear how the departure from the aforementioned
quadratic dependence would be related to the asymmetry, the
latter appears close to the upper threshold vaT � vac2. In the
crossover region, the flow pattern remains mostly symmetric.
However, Figs. 3(a) and 3(b) illustrate the difference between
two flow patterns, one being in the range of the quadratic
regime [Fig. 3(a), va = 0.01 m/s] and the other one being
in the one of the crossover [Fig. 3(b), va = 0.02 m/s]. At
low amplitude [Fig. 3(a)], the streaming mainly consists in
a strong directional jet shooting out from the tip, and creating
a pair of vortices at a close distance (i.e., < δ) from the tip.
It is the usual flow structure for sharp-edge streaming, mostly
noticed so far, and very similar to what was observed at higher
frequency [7,11,15–17,21,23] [see also Fig. 2(a)]. At inter-
mediate amplitude [Fig. 3(b)], the flow pattern is dominated
by two symmetric regions of high velocity aside from the tip,
while the central jet gets relatively weaker. The pair of vortices
close to the tip induce large vortices of lesser intensity in an
outer region further from the tip. These outer vortices are not
visible in Fig. 4(b) due to the scale chosen to emphasize the
intense inner vorticity, but they appear clearly as a pattern of
streamlines in Fig. 3(b). Such a change in the flow pattern
was previously noticed in a different situation where rc > δ

[21], with a similar departure from a quadratic relationship
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between vsy,max and va. Let us also mention the similarities
with the appearance of outer streaming in the usual Rayleigh-
Schlichting streaming [6], where outer vortices appear above
a critical Reynolds number [39–42].

When the amplitude is increased further, the asymmetric
flow pattern shows intense vorticity at a large distance (�δ)
from the tip, but on one side only. Repeating these simulations
for various channel widths without any noticeable difference
(see Fig. 2 in [38]) suggests that the instability is intrinsic to
the flow and not induced by interactions between the flow and
the opposite wall or due to other finite-size effects. Also, the
preferential side for the asymmetry is ruled by initial condi-
tions (see Fig. 1 in [38]), which suggests that the instability
could be related to the interaction between the time-periodic
forcing and the streaming flow, during the growing phase of
the latter. This is confirmed by careful and comparative exam-
inations of the instationary flow fields both during the first pe-
riods and during the stationary final state (see also correspond-
ing videos in [38]). Hence, at va = 0.05 m/s, the final vortic-
ity is more intense in the right side for ϕ0 = 0 and π/2 (η1 >

0.5) and more intense in the left side for ϕ0 = π and 3π/2
(η1 < 0.5) (see also Fig. 7). Conversely at va = 0.08 m/s and
ϕ0 = 0, the vorticity is more intense in the left side, and we
also find an equivalent dependence of η1 or η2 on ϕ0. The
sequence of instationary flow fields, equivalent to Figs. 11–13,
is depicted in Fig. 3 in the Supplemental Material [38].

By noticing the sensitivity to initial conditions on η1,2,
and that the value of va above vaT influences the sign of
η2 = �R − �L, we put our focus on the growth phase of
vs during the first forcing periods. During each half-period,
the forcing velocity vector va is directed alternatively toward
the left and the right direction and generates both instationary
vorticity past the sharp tip and steady streaming just above the
tip, where the effective force Fs is supposedly the strongest
[7]. At relatively weak forcing (see sequences at va = 0.01
and 0.02 m/s), the instationary vorticity remains bounded at
a distance from the tip roughly equal to the VBL thickness.
Furthermore, the streaming jet is not strong enough to induce
a significant advection of vorticity. This is confirmed by the
steady vorticity maps at low amplitude [Figs. 4(a) and 4(b)].
At higher forcing (see sequences at va = 0.05 and 0.08 m/s
in Fig. 13 in the main text and in Fig. 3 and also in videos in
the Supplemental Material [38]), the instationary vorticity is
advected away from the tip by the strong streaming flow. We
here propose that this advection could be one of the origin of
the instability associated to the left-right symmetry breaking
flow pattern. Indeed, during the transient phase (first forcing
periods), the streaming flow increases and strengthens [see
Fig. 9(b)]. Hence, during each of these first half periods of
forcing, as transient vorticity is generated on each side of
the tip, the growing streaming flow advects this vorticity fur-
ther and further away. Therefore, the resulting time-averaged
vorticity shall be asymmetric. From the sequences, one can
see that this asymmetry, generated during the first periods
actually influences in turn the streaming flow by deflecting
it from a purely transverse jet. Hence, the sign of the vorticity
imbalance seems to be determined by the phase of the forcing,

then the side of the tip where instationary vorticity is gener-
ated, corresponding to the moment when vs is growing strong
enough (during the transient) for that the vortex is shed away
from the VBL. This is the reason why the side of dominant
vorticity is dependent on both the initial phase shift of the
forcing (see Fig. 1 in [38]) but also on the value of va.

Let us remark that the threshold for this instability (occur-
ring at va = 0.026 m/s for 2rc = 0.3 mm) corresponds to a
value of the dimensionless number Rω = 1.38, i.e., close to
the limit where the term (vω · ∇)vω is no longer negligible,
with the emergence of nonharmonic oscillating flow espe-
cially near the tip.

A similar vortex shedding related to a synthetic jet is some-
what common in the control of boundary-layer flows, where
such acoustically generated jets are rather used to prevent
or delay separation and turbulence. Here, the peculiarity is
that not only the boundary layer is instationary, as created by
periodic forcing on a wall-bounded flow (see, e.g., Chap. 13
of [5]), but also that both instationary vorticity and directional
jet come from the same origin, namely, the periodic forcing.
In our study, such a coupling clearly appears considering the
crossed terms ρ(va · ∇)vs and ρ(vs · ∇)va in the instationary
equation of the momentum conservation (5), both terms which
are generally neglected when vs � va but which here can
strongly modify the spatiotemporal variations of the forcing,
especially near the tip. The first term accounts for the periodic
disturbances of the streaming jet, which is then deflected
alternatively left and right, but also periodically pulsed up and
down due to the 2 f component of the flow response in the y
direction. The second term accounts for the aforementioned
advection of the instationary vorticity by the streaming flow,
which is then strong enough to make this advection to domi-
nate over the diffusive term μ∇2va.

In a practical viewpoint, such unstable asymmetric flow
can be sought or avoided. For instance, in the context of
mixing or transfer enhancement, SEAS was shown to be an
effective way to enhance mixing in microchannel flows with a
periodic array of sharp structures, using the strong transverse
streaming jets to perturb the mixing layer and deflect the
otherwise parallel streamlines [12]. Here, not only the use
of low-frequency vibrations makes our results relevant for
various situations of vibration harvesting, but also the ability
to exploit large enough amplitude makes it possible to gen-
erate asymmetric and initial condition-dependent streaming,
for which the vorticity is advected far beyond the VBL. The
potentiality to enhance transfer with such unstable asymmet-
ric flows, when using several sharp edges or playing with
a time-dependent phase shift of an anharmonic forcing, is
promising.

Data may be made available upon written request to the
corresponding author.
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